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SUMMARY

We describe a new atmospheric dispersion model being developed for the emergency response system of the U.S. Department of Energy's Atmospheric Release Advisory Capability (ARAC). This model solves the turbulent, advection-diffusion equation via a Lagrangian particle, Monte-Carlo method. Within a simulation, particles representing the pollutant are moved through the domain using a random displacement method to model the turbulent diffusion and a Runge-Kutta method to model the advection. The bottom boundary in the new model is a union of bilinear surfaces between gridded terrain data rather than the discontinuous "stair step" representation of terrain used previously in ARAC. The new model accepts winds on (x, y, z) grids that can be horizontally and vertically graded and nested in the horizontal.

I. INTRODUCTION

The Atmospheric Advisory Capability (ARAC) at Lawrence Livermore National Laboratory provides real-time emergency response support for accidental radiological releases to the atmosphere for U.S. Department of Defense and the U.S. Department of Energy. As part of ARAC's effort to assure the best service possible to its customers, it is designing and implementing a complete new system called ARAC III. This paper presents a first look at the ARAC III atmospheric dispersion model together with some early results.

II. MODEL DESCRIPTION

ARAC has decided to continue the methodology for dispersion forecasting in ARAC III that has been so successful in the past, i.e., a separate Lagrangian particle dispersion model. This new model will solve:

\[
\frac{\partial C}{\partial t} = -u \frac{\partial C}{\partial x} - v \frac{\partial C}{\partial y} - w \frac{\partial C}{\partial z} + \frac{\partial}{\partial x} \left( K_x \frac{\partial C}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_y \frac{\partial C}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_z \frac{\partial C}{\partial z} \right) \tag{1}
\]

where \(C\) is the mean air concentration of the species, \(u\), \(v\), and \(w\) are the mean wind components in the \(x\), \(y\), and \(z\) directions respectively; \(t\) is time; and \(K_x\), \(K_y\), and \(K_z\) are the eddy diffusivities for the three coordinate directions.

However, rather than solve the above Eulerian equation directly, the model solves the stochastic differential equations that describe the same process within a Lagrangian framework. The equations describing the particle displacement in the three coordinate directions are:

\[
dx = \overset{\cdot}{x} dt + (2K_x)^{1/2} dW_x
\]

\[
dy = \overset{\cdot}{y} dt + (2K_y)^{1/2} dW_y
\]

\[
dz = \overset{\cdot}{z} dt + (2K_z)^{1/2} dW_z
\]

where \(dW_x\), \(dW_y\), and \(dW_z\) are three independent random variates with zero mean and variance \(dt\). (It has been assumed that turbulence is homogeneous in the horizontal, \(x\) and \(y\), directions.)

In a simulation, the species of interest is represented by a large number of marker particles (fluid elements), each with a specified species mass. The stochastic differential equations above are integrated in time to calculate an independent trajectory of each particle. The ensemble-mean concentration at any time \(t\) can then be calculated from the particle locations at time \(t\) and the species mass associated with each particle.

The first step in any simulation is to generate the initial particle positions and characteristics. In order to do this, the
model contains a number of options to describe the source geometry: a point, a sphere with a uniform distribution of species, a line with a uniform distribution of species, and a three-dimensional Gaussian distribution. All of these source descriptions can have time varying geometric parameters and emission rates.

The integration method used to derive the particle trajectories given the particle initial positions is a two-step process. First, a random displacement method (RDM) is used to calculate the displacements due to turbulent diffusion. Thus, for a given particle at time $t_i$

$$\Delta x_{i,\text{urb}} = (2K_x\Delta t_i)^{1/2} \xi_{x,i}$$

$$\Delta y_{i,\text{urb}} = (2K_y\Delta t_i)^{1/2} \xi_{y,i}$$

$$\Delta z_{i,\text{urb}} = \left( \frac{\partial K_i}{\partial z} \right) \Delta t_i + \left( 2K_z\Delta t_i + \left( \frac{\partial K_i}{\partial z} \right)^2 \right)^{1/2} \xi_{z,i}$$

where, for example, $\Delta z_i = z(t_{i+1}) - z(t_i)$, $\Delta t_i = t_{i+1} - t_i$, $K_i = K(z_i,t_i)$, and $\xi_{x,i}$ is a random number with zero mean and variance one. The horizontal eddy diffusivities are based on Draxler’s semi-empirical relationship for $z$, and the standard deviation of the crosswind velocity component. The vertical eddy diffusivity is derived from the surface layer and boundary layer scaling parameters using the method of Lange.

Next the mean wind velocities are used to calculate the final positions using a second order Runge-Kutta method.

$$\Delta x_i = \frac{1}{2}(k_1 + k_2)$$

$$\Delta y_i = \frac{1}{2}(k_1 + k_2)$$

$$\Delta z_i = \frac{1}{2}(k_1 + k_2)$$

where $k_1 = u(x_i, y_i, z_i, t_i) \Delta t_i + \Delta x_{i,\text{urb}}$, and similarly for the $y$ and $z$ directions. The particle positions are then updated such that $x_{i+1} = x_i + \Delta x_i$, and so forth. To maintain accuracy and maximize efficiency, the model calculates a unique time step for each particle at each time. This allows using large time steps for slow-moving particles, while fast-moving particles will be tracked with a smaller time step.

While in theory the above algorithms are grid free, this is not the case in practice. First, the model must have a representation of both the domain topography to describe the bottom boundary and the mean winds. Since neither of these are generally known at every point in space, this information is in the form of gridded data.

The $(x, y, z)$ coordinate system is used for the model grids with $z_{b}$ the elevation of the upper boundary and $z_{s}$ the surface elevation. There are two types of grids used within the model: the first are called the meteorological data grids and the second concentration grids.

The meteorological grids contain the wind components $(u, v, w)$ at the grid points. These grids are typically graded in the vertical and may be either graded or regular in the horizontal. To accommodate output from modern mesoscale models, three meteorological grids can be nested within each other. In addition to the wind components, the terrain elevations are specified at the $z = 0$ grid points of each meteorological grid. The bottom surface of the domain is determined by bilinear interpolation of the gridded elevations. The gridded winds are input into the model at user specified intervals. The wind at a given location and time is then calculated via tri-linear interpolation in space and linear interpolation in time.

The second grid type is the concentration grid. This grid defines the sampling cells used in the calculation of species concentration from particle positions. It is usually graded in all three directions with the smallest zones near the source.

III. APPLICATION

As an initial demonstration of the new model, we have run a simulation of the August 31, 1986 Diablo Canyon tracer experiment. The Diablo Canyon tracer experiment was conducted by the Pacific Gas and Electric Company from August 31 to September 17, 1986 near San Luis Obispo on the central coast of California. This simulation is of a release of SF$_6$ at 71 m above ground level (AGL) from 0800 to 1000 PDT (1500-1700 UTC).

The simulation domain covers a 50 km by 50 km area in the horizontal and extends up to 3 km in the vertical. We used a
Figure 1. An x-z cross section of the meteorological grid.

Figure 2. Plan view of the instantaneous particle positions at 0900 PDT. Also shown are the concentration grid and the terrain contours every 100 m.

Figure 3. Plan view of the particle positions at 0930 PDT.

Figure 4. Plan view of the particle positions at 1000 PDT.

single meteorological grid with $\Delta x = \Delta y = 1$ km. Figure 1 displays a vertical (x, z) cross section of the meteorological grid displaying the graded vertical resolution. The simulation is for three hours from 0800-1100 PDT using wind data sets every 15 minutes. The wind data was processed through the ARAC III diagnostic wind modeling system.

Figure 2 shows a plan view of the instantaneous position of the particles at 0900 PDT, one hour into the simulation. This figure also shows a 20 km x 20 km interior region of the concentration grid and terrain contours every 100 m. The finest horizontal resolution on the concentration grid is $\Delta x = \Delta y = 0.1$ km at the source. The low level winds during the first hour of the simulation are very light and variable and this is reflected in the bunching of the particles near the source.

Figure 3 and 4 present the instantaneous particle positions (plan view) at 0930 PDT, 1.5 hours into the simulation, and 1000 PDT, two hours into the simulation, respectively. Beginning at 0900 PDT, the low level wind direction steadied, blowing southeastward along the coast with a corresponding increase in speed. This is again revealed in the particle positions in the figures. The particles moving offshore have been mixed up into the prevailing north wind above 300 m AGL.

Figure 5 shows contours of the simulated 1-hour averaged surface concentrations for 1000-1100 PDT (1700-1800 UTC) overlaid on the model terrain contours. Also, plotted are representative sampler values. (Note: all values below 50 are suspect due to fugitive emissions.) The simulated plume matches the general pattern of the measured values quite well. While the movement of the plume offshore cannot be verified, it is quite reasonable in light of the observed offshore component of the wind above 300 meters AGL.
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