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1. Introduction

Dispersion of hazardous material in the planetary boundary layer (PBL) occurs as a result
of the turbulent air motion within that layer. PBL turbulence is driven by the surface heat
and momentum fluxes and is damped by stable stratification, which can exist either within
the layer (stable PBL) or above the layer (convective and stable PBLs). The daytime PBL
is typically 1 to 2 km deep depth whereas its nighttime counterpart may range from a few
10s of meters to a few 100 m. Dispersion varies widely depending on the source conditions
(height, duration, buoyancy, etc), the mean wind and turbulence fields, the PBL depth,
and the surrounding terrain. Atmospheric dispersion models simulate or parameterize the
above features in a variety of ways to predict the concentration field downwind of a source.

Releases of hazardous and toxic materials in an emergency response pose unique challenges
since the releases may come from instantaneous, short-duration, or continuous releases of
unknown strength and location and the meteorology may be ill-defined. Despite these
challenges, emergency response models are necessary to assist in the planning of an
evacuation and to be run in “real” time to forecast the transport, dispersion, and
concentration field of a hazardous cloud. One such modeling system is the Department of
Energy’s National Atmospheric Release Advisory Center (NARAC) system.

Given the reliance on models, it is necessary to know their accuracy and limitations. Model
evaluation is an important activity and generally has proceeded by: 1) assessing the model
physics, 2) determining the model’s “operational performance”, and 3) distinguishing the
difference in performance between two or more models (Weil et al., 1992). A model physics
evaluation addresses whether or not a model gives good predictions for the “right” reasons.
In contrast, an operational performance evaluation may merely determine the overall bias
of a model and if it correctly predicts the magnitude of the highest concentrations
regardless of the actual conditions producing them.

The purposes of this report are: 1) to give a brief overview of the NARAC model, 2) to
describe the databases used in evaluating the model, and 3) to present an evaluation of
NARAC, where emphasis has been on the the transport and dispersion components. The
evaluation covers both the model physics and operational performance of NARAC.

2. The NARAC Dispersion Model

The NARAC model addresses the transport and dispersion of hazardous and toxic
materials from instantaneous, short-duration, and continuous sources. The emissions may
consist of gases, liquid droplets, and solid particles. In addition, the model accounts for the
effects of source buoyancy and momentum, chemical and physical transformations,
gravitational settling of particles, and wet and dry deposition. The NARAC model consists
of a transport and dispersion component, the Lagrangian Operational Dispersion
Integrator (LODI), coupled with a meteorological data assimilation model, the
Atmospheric Data Assimilation and Parameterization Tool (ADAPT), for providing the
wind field (Nasstrom et al., 2000; Sugiyama and Chan, 1998; Sugiyama et al., 2002).

In the following, we give a brief overview of the transport and dispersion formulation
including the treatment of source buoyancy and momentum.
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2.1. Dispersion and Concentrations

LODI uses the three-dimensional (3-D) diffusion equation as its basis. The turbulent
dispersion is solved with a Lagrangian stochastic particle model with advection by the
mean wind provided by ADAPT. For a passive scalar, the diffusion equation is given by the
general form

∂C

∂t
+ ui

∂C

∂xi

=
∂

∂xi

(

Kij
∂C

∂xj

)

, (2.1)

where C is the mean concentration (over a large ensemble of realizations), ui is the mean
wind in the ith direction at point x, y, z, Kij is the eddy diffusivity tensor, and t is time.
In LODI, it is assumed that the diffusivity tensor is diagonal or that Kx, Ky, and Kz

(where Kx = Kxx, etc.) are the only nonzero components. Other terms are added to Eq.
(2.1) to describe the effects of gravitational settling, chemical decay, and physical
transformations.

As discussed by Durbin (1983), an eddy-diffusion (K) model is a stochastic model for
particle displacements in a Lagrangian framework. The K-model concept is applicable in
the case of a vanishingly small Lagrangian integral time scale TL or when t ≫ TL such that
one need not consider TL explicitly. In essence, this is what is assumed in LODI. The
general equation for the infinitesimal particle displacement dxpi in the ith direction is given
by the stochastic differential equation (e.g., see Rodean, 1996)

dxpi = uidt +
∂Kij

∂xj

dt + (2Kij)
1/2dξj , (2.2)

where dξj is the jth component of an independent Gaussian random process. In LODI, it is
assumed that the turbulence is homogeneous in the horizontal directions, x and y, such
that ∂Kx/∂x and ∂Ky/∂y are zero. The only turbulence inhomogeneity considered is in
the vertical direction z so that ∂Kz/∂z can be nonzero.

There are a number of options for specifying the eddy diffusivities in the stochastic model.
For the vertical diffusivity, two simple possibilities are given primarily for testing the model
against analytical solutions for the concentration: 1) a constant Kz (user specified), and 2)
a power law form for Kz. The constant Kz in combination with a uniform wind speed
should produce a Gaussian distribution of C with z (Pasquill and Smith, 1983), and the
power law form of Kz also yields analytical solutions (Smith, 1957; Nieuwstadt, 1980). A
third option which is probably the most useful for atmospheric applications is a Kz for the
entire boundary layer (z < zi) (Lange, 1989)

Kz =
ku∗(z − zg)

φh
exp

(

−ck(z − zg)

zi

)

, (2.3)

where k is the von Karman constant (= 0.4), u∗ is the friction velocity, z is height above a
reference level, zg is the local surface height above the reference level, φh is the
Monin-Obukhov (MO) dimensionless temperature gradient, ck is a constant (= 4), and zi is
the boundary layer height. The term preceeding the exponential function is the Kz for the
surface layer.
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The Kz formulation could be made more general by incorporating a term to account for
the convective boundary layer (CBL) turbulence, i.e., a term ∝ w∗zi, where w∗ is the
convective velocity scale; e.g., see Holtslag and Moeng (1991). However, the eddy diffusion
concept used in LODI does not apply in principle to vertical dispersion from an elevated
source in the CBL due to the existence of large eddies with large Lagrangian integral
timescales, TL ∝ zi/w∗ (Lamb, 1982; Weil, 1988a), and hence with velocities correlated over
times ∼ TL. In contrast, K theory is based on a zero or vanishingly small TL.

For the horizontal diffusivities, it is assumed that Kx = Ky. As with the vertical
component, there is an option for a constant Kx, Ky = KH , which is user specified. The
main form for specifying the diffusivity Ky uses the large-time limit (t ≫ TL) of statistical
theory: σ2

y = 2σ2

vTLt (Taylor, 1921), wherein the diffusivity is Ky = σ2

vTL. This form is
applicable for stationary homogeneous turbulence, conditions which are assumed to apply
in the horizontal directions. For a semi-empirical relationship in which σy versus t may be
more general, the “effective” diffusivity can be defined as Ky = (1/2)(dσ2

y/dt) (Csanady,
1973; Pasquill and Smith, 1983). LODI uses this effective formulation together with
Draxler’s (1976) form for σy to determine the Ky.

Draxler’s σy expression is given by
σy = σvtfD , (2.4a)

where

fD =
1

1 + 0.9(t/TD)1/2
, (2.4b)

and TD is an empirical time scale. The TD, defined as the time at which fD = 0.5, is
related to TL as found by Draxler (1976), TD = 1.64TL. Draxler recommended a TD = 1000
s for lateral dispersion from an elevated source in unstable conditions, i.e., the CBL. In
LODI, the TD parameterization for the CBL is given by

TD =
zi

(27u3
∗
+ 1.2w3

∗
)1/3

, (2.5)

which is based on the work of Briggs (1985) and Nieuwstadt and van Duuren (1978).
Draxler (1976) found that his model was valid in all cases of lateral dispersion. However,
for vertical dispersion, he found the model to be inapplicable for: 1) a surface source in
unstable conditions, and 2) an elevated source in stable conditions. In both cases, the
inapplicability was due to the vertical inhomogeneity of the turbulence. Note that
Draxler’s vertical dispersion parameterization is not used in LODI.

As this discussion suggests, the diffusion equation approach with dispersion solved by a
Lagrangian particle displacement model is most applicable to dispersion from near-surface
sources where the TL is small. It also may be useful for elevated sources in a stable
environment, when the TL is small compared to travel times of interest. The approach is
most questionable in the case of elevated sources in the CBL, which has a large TL. These
features are recognized by the LODI developers (e.g., see Ermak and Nasstrom, 2000) who
also considered the key requirement of computational speed in formulating LODI. For
dispersion, the Lagrangian displacement model used in LODI is computationally faster
than solving a Lagrangian stochastic model for particle velocities (e.g., Rodean, 1996; Weil,
1990) with subsequent time integration to obtain the particle displacements.
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In summary, the Lagrangian displacement model used in LODI is a reasonable and
practical approach for a number of atmospheric dispersion problems. A key issue is the
applicability and accuracy of this approach for elevated passive and/or buoyant releases in
the CBL. The current evaluation addresses elevated passive releases (Section 4).

2.2. Source Buoyancy and Momentum Effects

Plume rise is obtained from an integral approach based on equations governing the total
fluxes of mass, momentum, and energy through a plume cross section. The basic
assumptions such as the Boussinesq approximation regarding density differences between
the plume and environment and “top hat” profiles of plume properties over the cross
section are standard for integral plume models (Briggs, 1975; Weil, 1988b). The key closure
assumption is that the entrainment of ambient air by the plume is proportional to the
plume vertical velocity times the plume radius; the entrainment is controlled by
plume-generated turbulence. These assumptions lead to analytical solutions for the plume
rise and radius in a neutral or unstratified environment in the case where ambient
turbulence is neglected (Briggs, 1975; Weil, 1988b); for a buoyant plume, the rise
∆zr(t) ∝ t2/3, and for a momentum-dominated plume, ∆zr(t) ∝ t1/3.

In the PBL, the plume rise can be limited by 1) ambient turbulence, 2) stable stratification
with a uniform potential temperature gradient, or 3) an elevated stable layer capping a
well-mixed, zero potential temperature gradient region, i.e., the mixed layer. In LODI, the
final rise due to each of these effects is computed separately and the minimum final rise is
adopted. In addition, for sources with both initial momentum and buoyancy, the final rise
is computed separately for each source term and the higher of the two final rises is chosen.

3. Copenhagen and OLAD Field Data

3.1. Copenhagen Experiment

The Copenhagen experiment consisted of eleven 1-h SF6 tracer releases conducted during
1978 and 1979 (Gryning and Lyck, 1984). The releases were nonbuoyant and were made
from a height of 115 m on a TV tower in a northern residential area of Copenhagen. The
terrain was relatively flat and the monitors were placed at ∼ 2◦ intervals on three
approximately radial arcs at distances of 2, 4, and 6 km downwind; about 20 monitors were
located on each arc. The downwind sector chosen for the experiments was determined by
the availability of roads and by avoiding special topographical features that would affect
the dispersion process. The upwind sector included some industrial areas approximately 3
km from the tower but overall was characterized as residential. The downwind sector was
residential except for a mixed park-forest complex to the northeast about 7 km from the
tower. Based on vertical wind variances and mean wind profiles, the roughness length was
estimated to be about 0.6 m.

The experiments were carried out during daytime under near-neutral to convective
conditions with the stability index −zi/L ranging from 1.4 to 43; here, L is the MO length
(Eq. 4.1). Most (∼ 90%) of the values fell in the range 1.4 ≤ −zi/L ≤ 14, which could be
labeled as weakly-to-moderately convective turbulence; see Section 4. Wind speed, wind
direction, and temperature were measured at heights ranging from 2 m to 120 m, and
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turbulence measurements were obtained at the 115-m level on the tower.

3.2. Overland Along-Wind Dispersion (OLAD) Experiment

The OLAD field experiment was conducted in September 1997 at the West Desert Test
Center of the U.S. Army Dugway Proving Ground in Utah (see Chang et al., 2003). The
test domain was mostly a dry mud flat with surrounding mountains, and the typical z0 in
the broad valley was 3 cm. The experiment involved line releases of SF6 from a truck or
airplane in the early morning hours with a predominant wind direction from the southeast.
The truck releases were made over a distance of 8 km and at a height of 3 m above ground,
whereas the airplane releases were made over a distance of 16 km and at 100 m above
ground. Eleven separate releases were conducted between 3 AM and 9:45 AM with most of
them between 5:45 AM and 7 AM and typically during stable or near-neutral conditions.
Three sampling lines were deployed with 15 samplers per line at a spacing of 100 m; the
samplers obtained 15-min averaged concentrations over a total sampling time of 3 h. The
lines were located 2, 5, and 10 km downwind of the truck releases and 10, 15, and 20 km
downwind of the aircraft releases.

Surface winds were measured by anemometers on eight 2-m masts and eight 10-m towers,
and upper-air winds were measured by pibals and radiosondes. The OLAD data were not
used in this evaluation but may be used in the future.

4. Evaluation of NARAC with the Copenhagen Data

Evaluation of the NARAC model focused on the performance of its dispersion component
LODI for an elevated source in the CBL. LODI was examined in its “baseline” form as
described in the LODI User’s Guide (Section 4.2), and the LODI σy formulation was
investigated for its sensitivity to the Draxler time scale (TD) and the modeled wind profile
(Section 4.3). Before presenting the evaluations, we briefly discuss the stability
characterization of the CBL.

4.1. CBL Stability Characterization

In the CBL, the stability is categorized by the index −zi/L (Deardorff, 1972), where L is
the MO length

L =
−u3

∗
To

kgwθo

, (4.1)

To is the mean absolute temperature, and wθo is the surface heat flux. The index is the
ratio of depths, zi and |L|, over which convective- and shear-generated turbulence,
respectively, are important (see Deardorff, 1972; Weil, 1988a). A large value of the index
indicates a relatively thin surface shear layer or friction layer, and hence, a CBL dominated
by convection.

The CBL turbulence is a continuous function of −zi/L, but it is useful to categorize the
turbulence structure and dispersion in broad groups based on −zi/L as discussed below. In
strong convection, the CBL has an approximate triple-layer structure consisting of a
surface layer (z ≤ 0.1zi), a mixed layer (0.1zi ≤ z ≤ 0.8zi), and an interfacial layer

6



(0.8zi ≤ z ≤ 1.2zi) (see Wyngaard, 1988). Strong convection exists when −zi/L > 20
(Hicks, 1985), but the above triple-layer structure is most applicable when −zi/L > 50 to
100 (Caughey, 1982); in this case, the surface friction layer (z < −L) is quite thin. In
moderate convection (5 ≤ −zi/L ≤ 20), wind shear becomes more important particularly
in the surface layer, and it is even more important in weak convection (0 ≤ −zi/L ≤ 5).

For nine of the ten Copenhagen experiments, −zi/L was in the range 1.4 ≤ −zi/L ≤ 14,
which we consider as weak-to-moderate convection and in one experiment, −zi/L = 43,
which we classify as strongly convective.

4.2. Baseline LODI Results

This evaluation is based on analysis of the 1-h averaged lateral dispersion parameter σy,
crosswind-integrated concentrations (CWICs), and ground-level concentrations. For one
experiment (day 1; September 14, 1978), there was no information provided on the MO
length, friction velocity, and PBL depth, and therefore this day was not included in the
evaluation. For another experiment (day 7; April 30, 1979), the crosswind concentration
profiles were incomplete in that the concentrations on one side of the plume were not small
or zero at the most distant lateral position. These profiles were not included in the σy and
CWIC analyses, but were included in the surface concentration analysis.

4.2.1. Lateral Dispersion Parameter σy

We considered three ways of determining σy including: 1) a least-squares fit of a Gaussian
profile to the observed crosswind profile, 2) a non-parameteric fit to the observed profile,
and 3) the second-moment method. In the third approach, σy is found from

σ2

y =

∫

∞

−∞
(y − y)2Cdy
∫

∞

−∞
Cdy

, (4.2)

where C is the mean concentration at point (x, y, z), x is the distance downwind of the
source, y is the lateral (crosswind) distance from the mean plume centerline, height z is
taken as zero in (4.2), and y is the y centroid position. There was little difference in the
results from the three methods, and thus, we used the second-moment values since they are
used most often in other studies including that of Gryning and Lyck (1984). In addition,
the average ratio of the 1-h average σy determined by this method to the values given by
Gryning and Lyck (1984) was 1.02 ± 0.02, thus ensuring consistency between our values
and theirs.

Figure 1a compares the LODI predictions with the observed σy’s, which were obtained over
the range of 1.9 km ≤ x ≤ 6.1 km. Overall, the observations are well-correlated with the
predictions, which tend to overestimate the observations slightly on average, i.e., prediction
> observation. The overestimation is demonstrated by the dashed line, which corresponds
to the geometric mean (MG) of the predicted-to-observed σy, and can be compared to the
solid line representing equal values of σy LODI and σy obs. The MG of σy LODI/σy obs is 1.09
and the geometric standard deviation (GSD) of the ratio is 1.18. Despite the slight
overprediction, these statistics are considered good and comparable to or better than those
found for other models at other sites (e.g., Weil et al., 1997; Gryning et al., 1987).
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In earlier work, Gryning et al. (1987) showed that Draxler’s model agreed well with the
Copenhagen data with little or no bias. They obtained their results using a constant TD of
600 s along with the measured σv and mean wind speed U at the 120-m level on the tower.
This U was assumed to be the average plume transport speed from which the transport
time t = x/U was determined. As a check on this, we compared the 120-m wind, U120, with
the CBL vertically-averaged wind from the MO profile, UMO, and found U120/UMO = 1.12.
Thus, the assumption appears to be reasonable.

A t based on a single or average wind speed is consistent with the homogeneous turbulence
and wind field assumed in Draxler’s model. The LODI implementation of Draxler’s model
differs in that the mean wind and turbulence (σv) fields are permitted to be vertically
inhomogeneous, and the TD is parameterized by Eq. (2.5), and thus is not constant from
one experiment to the next. For the Copenhagen data, the LODI TD ranged from about
300 s to 1000 s with an average of 611 s, which is close to the Gryning et al. value.

The slight overprediction by LODI in Fig. 1a could be due to the different treatments of
the wind, turbulence, and TD in LODI by comparison to those in Draxler (1976) and
Gryning et al. (1987). As a test of this, we compared the Draxler model predictions, using
the 120-m level values of σv and U , with the LODI predictions (Fig. 1b). The LODI
parameterized TD was used in both models so that the comparison addresses only the
different wind and turbulence treatments in the two models. As can be seen, LODI
predicts larger σy values with a geometric mean of σy LODI/σy Drax of 1.27.

We believe that the larger LODI σy’s are primarily due to the z-dependent wind profile in
the model. In effect, LODI is double counting the wind shear effect since it is incorporated
implicitly in Draxler’s (1976) empirical choice of TD and explicitly in the U(z) adopted in
ADAPT/LODI. The U(z) results in a wind speed below the source that is less than U120,
and this leads to a greater plume/particle transport time to a receptor. The ratio
U120/Uℓ = 1.34, where Uℓ is the average wind speed below the source as estimated from the
MO profile. If we consider a constant σv, the σy ratio corresponding to two different
transport times, t1 and t2, is σy2/σy1 = t2/t1 for t ≪ TD and σy2/σy1 = (t2/t1)

1/2 for
t ≫ TD. Thus, for U2 < U1 and t2 > t1, σy2 > σy1 for either the short- or long-time regime.

The above analysis was carried further by computing the σy2/σy1 ratio using the Draxler
form for fD (Eq. 2.4b), the LODI TD for each experiment/day, and assuming that σv was
the same in the two calculations (σy2 and σy1). With these assumptions and U1/U2 = 1.34,
we found the GM of σy2/σy1 to be 1.25, which is close to the value found in Fig. 1b. This
supports the contention that the LODI σy’s are larger than those from Draxler principally
because of the height-dependent wind in LODI.

We would expect that with a uniform wind and the same TD as in Draxler, the σy values in
the two models should be the same. Figure 2a shows that the LODI σy computed in this
manner with TD = 800 s is approximately equal to the Draxler σy, i.e., the two values differ
by only 6% on average. For the same TD but a z-dependent wind profile in LODI, the
LODI σy’s exceed the Draxler values by 22% on average; this is generally consistent with
the result in Fig. 1b.

In addition to wind speed shear effects, the wind direction shear included in LODI would
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broaden the plume (e.g., see Venkatram, 1988). Further analysis of the modeled σy

behavior is presented in Section 4.3.

4.2.2. Crosswind-Integrated Concentration at the Surface

The mean crosswind-integrated concentration (CWIC), Cy, is defined by

Cy(x, z) =
∫

∞

−∞

C(x, y, z)dy . (4.3)

For a vertically-uniform wind, the surface CWIC is primarily a measure of the vertical
dispersion since the CWIC is independent of the lateral concentration distribution and σy.
Thus, the ability of a model to match the observed CWIC is principally a test of its
vertical dispersion prediction.

In the following, we first discuss the behavior of the expected CWIC field as found from
laboratory experiments and numerical simulations. Then, we present and analyze the
LODI CWIC results and compare them with 1) the Copenhagen data, and 2) numerical
simulations of dispersion obtained with another Lagrangian particle dispersion model
(LPDM) (Weil, 2003; Weil et al., 2004) in which the particle velocities are driven by
large-eddy simulations (LESs).

Our understanding of dispersion is most complete for the strong convection case due
largely to the laboratory experiments of Willis and Deardorff (1976, 1978, 1981). For a
near-surface source of height zs = 0.07zi, Willis and Deardorff (1976) found that the mean
plume centerline as defined by the locus of maximum CWIC ascended after a short
distance (x ≃ 0.5Uzi/w∗). In contrast, the centerline from an elevated source (zs/zi = 0.24)
descended until it reached the surface. The ascent of the near-surface plume resulted from
the “sweep out” of material near the surface by updrafts before the material carried aloft
earlier (by stronger updrafts) recirculated down. The descent of the elevated plumes was
due to the large time scale of the convective motion and the greater area occupied by
downdrafts than updrafts (Lamb, 1982).

Willis and Deardorff also presented the surface CWIC in the dimensionless form CyUzi/Q,
where Q is the source strength and Q/(Uzi) is the vertically well-mixed CWIC far
downstream, i.e., at large distances, CyUzi/Q = 1. The CWICs were given as a function of
the dimensionless distance X:

X =
w∗x

Uzi
, (4.4)

which is the ratio of the plume travel time x/U to the eddy turnover time zi/w∗; as noted
earlier, the TL is of the order of zi/w∗.

Figure 3 presents the dimensionless CWIC from the laboratory experiments (points) for
releases at zs/zi = 0.07 and 0.24. In both cases, the CWIC exhibits 1) a local surface
maximum as expected for an elevated source (Pasquill and Smith, 1983), 2) an approach to
the well-mixed CWIC (CyUzi/Q = 1) at X ≃ 3, and 3) an undershoot of the well-mixed
value over the range 1 ≤ X ≤ 2. The undershoot is due to the “sweep out” phenomena
discussed above (see also Lamb, 1982; Weil, 1988a). A comparison of Figs. 3a and 3b
shows the significant reduction in the maximum CWIC (by about a factor of 3) and the
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greater distance to the maximum with an increase in the source height from zs/zi = 0.07 to
0.24 (e.g., see also Briggs, 1983; Lamb, 1982; Weil, 1988a).

In addition, Fig. 3 presents CWIC predictions from the Weil et al. (2004) LPDM, which is
driven by LES velocity fields. In this combined LPDM–LES approach, one decomposes the
Lagrangian velocity of a passive “particle” into resolved and subgrid-scale (SGS)
components consistent with the LES, where the SGS component used in the particle
tracking is a random velocity based on the LES SGS turbulent kinetic energy (TKE).
Figure 3a shows the LPDM results for three stability indices with those for strong
convection (−zi/L = 106) being most applicable to the laboratory data and indeed
matching the data well. The results for moderate and weak convection (−zi/L = 16, 5.5)
show that the maximum CWIC and the CWICs downstream of the maximum increase
with a decrease in −zi/L. This is caused by the reduced vertical dispersion, which is
attributed to the greater wind shear and the higher TKE dissipation rates and lead to
smaller turbulence time scales, especially near the surface.

Figure 4 shows LODI predictions of the surface CWIC for each day of the Copenhagen
experiments. The observations generally were obtained near or beyond the location of the
LODI maximum CWIC, which typically ranged from 1 km to 2 km downwind. Overall, the
predictions are in reasonable agreement with the observations. The agreement is
demonstrated further by the scatter plot in Fig. 5, where there is a good correlation
between the predictions and observations. In addition, all of the predictions are within a
factor of 2 of the observations. The LODI values are essentially unbiased (Fig. 5) as shown
by the MG of the ratio Cy

LODI/C
y
obs: the MG = 0.97, and the GSD of the ratio is 1.32. We

consider these statistics to be good based on comparisons of other models at other sites
(e.g., Weil et al., 1997).

Despite the above agreement, there is a tendency in some cases for LODI to underestimate
the CWIC near the maximum value and the magnitude of the slope ∂Cy/∂x over the range
2 km ≤ x ≤ 6 km; e.g., see Fig. 4a, b, f, g, and h. The ratio of the LODI maximum CWIC
to the highest observed value ranges from about 0.74 to 1.

To help understand the cause of some of these near-source underpredictions, we compared
LODI to the LPDM predictions. The LPDM is based on a more fundamental approach to
particle modeling in that: 1) it uses the Lagrangian three-dimensional velocity of a particle
and includes the velocity time correlation, 2) the LES velocity fields driving the model are
based on the filtered Navier-Stokes equations for the resolved velocity and
parameterizations of the less-energetic SGS velocities, and 3) the LES velocity statistics
show good agreement with laboratory and field observations (Moeng and Wyngaard, 1989).
Thus, there is an expectation that the LPDM, which matches the laboratory data well in
strong convection (Fig. 5), also will be a good predictor in weaker convection. However,
the LPDM results only are available for three values of −zi/L—106, 16, and 5.5. Hence, we
use the LPDM results from the most representative case or cases for each of the
Copenhagen experiments.

Figure 6 presents the dimensionless CWIC at the surface as a function of X for LODI, the
LPDM, and the observations for each day of the experiments. With one exception, the
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dimensionless source heights fall in the range 0.055 ≤ zs/zi ≤ 0.14. For day 2 (Fig. 6a)
which is the most convective case, results from two LPDM predictions (−zi/L = 16, 106)
are given and are found to bracket the observations, which were obtained for an
intermediate zi/|L| (= 43). For all other days, the LPDM results are presented for the
most representative −zi/L value. Note that the difference in the magnitude of the
dimensionless CWIC on days with the same −zi/L value is due to the different
dimensionless source heights, e.g., see Figs. 6b, d, e, and h.

Three general observations can be made from the comparisons in Fig. 6: 1) the LPDM
maximum CWIC typically exceeds the LODI maximum by a factor up to 1.5, 2) the
LPDM CWIC and the dimensionless gradient ∂Cy∗/∂X downstream of the maximum
generally agree better with the observations than do the LODI values, where the
dimensionless CWIC Cy∗ = CyUzi/Q, and 3) LODI has a more gradual rise and fall in the
CWIC upstream and downstream, respectively, of the CWIC maximum. That is, LODI
has a smaller gradient |∂Cy∗/∂X| than does the LPDM.

The difference between the LPDM and the observations for day 2 (Fig. 6a) are well within
the statistical uncertainty in Cy for strong convection as computed using the LPDM-LES
approach (Weil, 2003). For example, at the distance Xmax (≃ 0.15) of the maximum mean
CWIC, the computed scatter in Cy (Max Cy/Min Cy) is about a factor of 5, whereas
further downstream (X ≃ 0.7) it increases to ∼ 10; see Weil (2003). The uncertainty
calculations were based on 30 individual realizations of the CWIC field. The uncertainty
was computed only for the strong convection case, but it is expected to be of a similar
magnitude or somewhat smaller for the moderate and weak convection cases in Figs. 6b to
6h. (Assuming a lognormal probability distribution for Cy, the factor of 5 and 10
scatterbands above would lead to a GSD in Cy of about 1.3 and 1.5, respectively.)

The underestimation of the maximum mean CWIC by LODI is believed due to two causes:
1) the use of the eddy-diffusion approach instead of a more general vertical dispersion
parameterization that includes a finite TL (e.g., a Lagrangian stochastic model for w), and
2) the absence of vertical velocity skewness, Sw. The Sw = w3/σ3

w, where w3 is the third
moment of the vertical velocity fluctuations. The effect of Sw on vertical dispersion and
mixing is stronger the greater the TL as shown by Weil (1990) and Wyngaard and Weil
(1991).

For homogeneous turbulence and zero skewness, the surface CWIC maximum, Cy
max, is

independent of the form of the σz(x) expression. This can be shown with the Gaussian
plume model, which gives the surface Cy as

Cy =
2Q√

2πUσz

exp

(

− z2

s

2σ2
z

)

. (4.5)

The Cy
max is found by setting ∂Cy/∂x = 0, where ∂Cy/∂x is given by

∂Cy

∂x
= Cy

(

z2

s

σ2
z

− 1

)

1

σz

∂σz

∂x
. (4.6)

This equation shows that the ∂Cy/∂x = 0 and hence the maximum CWIC occurs when
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σz = zs, regardless of the form of σz(x); the Cy
max is found to be

Cy
max =

2Q

(2πe)1/2Uzs

. (4.7)

Although Cy
max is independent of the form of σz(x), the distance to the maximum, xmax,

depends on σz(x). This can be shown using the limiting forms of vertical dispersion from
Taylor’s (1921) theory for homogeneous turbulence

σz = σwt t ≪ TL (4.8a)

σz = (2σ2

wTLt)1/2 t ≫ TL , (4.8b)

where the form for large t (Eq. 4.8b) is consistent with K-theory with the Kz = σ2

wTL. By
setting t = x/U and σz = zs, we find that the maximum CWIC occurs at a distance
xmax1 = zs/(σw/U) for σz ∝ t and at distance xmax2 = z2

s/(2σ2

wTL/U) for σz ∝ t1/2. [Note
that xmax1 = xmax1 if TL = σw/(2zs).]

In the CBL, vertical velocity skewness has values ranging from 0.4 to 1 (Wyngaard, 1988),
and it produces significantly higher maximum CWIC’s at the surface than does a Gaussian
probability density function (PDF) or one with a zero skewness. Weil (1988a) showed this
using an analytical “PDF” dispersion model based on a parameterized w PDF and a large
TL. The model results for a skewed w PDF agreed well with convection tank experiments
(Willis and Deardorff, 1976, 1978) and numerical simulations (Lamb, 1982). Weil found
that the ratio of the maximum CWIC with skewness (Sw = 0.6) to that without it was
about 1.75, thus demonstrating the importance of the w skewness. We believe that the
absence of Sw in LODI together with use of the eddy-diffusion approach (i.e., for a small
rather than a large TL) may explain the range of the CWIC ratios, Cy

max LPDM/Cy
max LODI ,

of 1 to 1.5 found in Fig. 6. Thus, we conclude that: 1) a vertical dispersion model
incorporating a finite TL, and 2) vertical velocity skewness both are necessary to match the
maximum CWICs given by the LPDM.

The above diagnosis of the LODI and LPDM results uses dispersion models based on
homogeneous turbulence. Now we analyze the eddy-diffusion approach in LODI and
consider the effect of the vertical inhomogeneity in Kz (Eq. 2.3) on the maximum CWICs.
In Lagrangian random-walk dispersion models, the mean vertical drift velocity wdr of
particles is up-the-gradient of Kz (Durbin, 1983; Rodean, 1996):

wdr =
∂Kz

∂z
, (4.9)

which is included in the LODI particle displacement equation (2.2). For LODI, the wdr is
found by differentiating Eq. (2.3) with respect to z and is

wdr =
ku∗

φh
exp

(−ckz

zi

)

[

1 − z

φh

∂φh

∂z
− ckz

zi

]

. (4.10)

In the CBL, we find the term (1/φh)∂φh/∂z = 8/(Lφ4

h) using Eq. (2.3), and it is negative
since L < 0. Therefore, wdr initially increases with height due to the second term in the
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brackets of Eq. (4.10), attains a maximum value, and then decreases due to the third term
in the brackets. The wdr = 0 at some height zw0, where the bracketed quantity is zero and
at large heights where the exponential term in (4.10) dominates.

Figure 7a presents the ratio of the maximum CWICs from LODI and the LPDM,
Cy

LODI/C
y
LPDM , as a function of wdr/u∗, where wdr is computed at the source height. With

perhaps the exception of one or two points, there is a good correlation between the CWIC
ratio and wdr/u∗—the ratio decreases with an increase in wdr. As discussed earlier, the
plume centerline (locus of maximum CWIC) from an elevated source in the CBL descends
due to the greater areal coverage of downdrafts than updrafts. However, with an
eddy-diffusion model, the greater the drift velocity (Eq. 4.10), the greater would be the
tendency of the model to keep particles aloft in opposition to the natural mean plume or
particle descent. Thus, the larger wdr’s would lower the maximum CWIC relative to the
LPDM, consisent with the behavior found in Fig. 7a.

Figure 7b presents the maximum CWIC ratio as a function of the dimensionless source
height zs/zi and shows an increasing Cy

LODI/C
y
LPDM with increasing zs/zi. This is

consistent with the tendency of wdr to decrease for heights in the range zwm < z < zw0,
where zwm is the height at which the maximum wdr is attained. Note that the largest
CWIC ratio occurs for the largest dimensionless source height, zs/zi = 0.29, which also
coincides with the smallest wdr/u∗ (Fig. 7a).

The purpose of Figs. 6 and 7 and the associated discussion was to help understand the
cause of the deviations of the LODI predictions from the LPDM and observations and to
consider physical effects which could improve the predictions. Overall, these deviations are
not large—less than a factor of 2—and the agreement of LODI with the observations is
considered good.

The comparisons generally dealt with relatively low source heights (zs/zi), and it would be
useful to have a more complete assessment of LODI performance in the CBL. This should
include a) source heights throughout the entire CBL, b) buoyant releases, and c) stronger
instability (−zi/L > 43). In addition, it is recommended that two alternative approaches
be considered for modeling short-range dispersion from an elevated source. The first is a
Lagrangian plume (or puff) model in which a meandering plume with a specified spatial
concentration distribution (e.g., a Gaussian) is advected using a Lagrangian stochastic
model of the plume centroid velocity. The second is a Lagrangian stochastic model of the
particle velocity with subsequent integration to obtain the particle displacement. The first
approach would be computationally faster, and in both approaches the stochastic model
would account for the finite TL effects and any plume/particle buoyancy; e.g., a “hybrid”
stochastic approach was given by Weil (1994) but others are possible. The intent of such
an approach is to handle near-source dispersion and buoyancy effects in a practical way in
keeping with the overall LODI philosophy/approach. Modeling of the concentration field
by one of the above approaches would be conducted for t ≤ αTL, where α = 1 to 3, and by
the existing LODI for larger travel times or distances. Merging of the hybrid approach with
the existing LODI model would be conducted to achieve a smooth transition between the
two models.
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4.2.3. Surface Concentrations

The maximum surface concentration along the y axis—the arc-maximum concentration
Cmx—as a function of downstream distance is shown in Fig. 8 for each day of the
Copenhagen experiments. The observations exhibit mean trends and data scatter about
the LODI predictions that are similar to the CWIC results (Fig. 4). In addition, the
gradient |∂Cmx/∂X| for the observations downwind of the maximum prediction is typically
larger than that given by LODI (see Figs. 8a, b and Figs. 8f to 8i). Despite this, the
overall agreement between LODI and the observations is considered good. Further evidence
of the agreement is demonstrated by the scatter plot in Fig. 9, which shows a good
correlation between the predictions and observations. LODI is biased slightly toward
underprediction and has an MG of the predicted-to-observed Cmx of 0.88, with a GSD of
the ratio of 1.49. These statistics are judged to be good by comparison to other models at
other locations (Weil et al., 1997).

In addition, we made a point-by-point comparison of the LODI predictions with the
observations, i.e., predictions and observations paired in both space and time. Figure 10a
shows this for all 265 non-zero concentrations both on and off the plume centerline. The
comparison is similar to Fig. 9 in that LODI is biased toward underprediction with the
MG of CLODI/Cobs given by 0.78, but it differs from Fig. 9 in that the data scatter is
substantially greater; here, the GSD of CLODI/Cobs is 5.1. One of the major reasons for the
large scatter is the difference between the observed and predicted wind directions as
discussed below. Other reasons are the: 1) stochastic variability in the concentration, and
2) uncertainties in the model inputs (e.g., see Weil et al., 1992).

Figure 10b presents a quantile-quantile (Q-Q) plot of the observed and LODI-predicted
concentrations. The results are obtained by ordering the CLODI and Cobs values from
lowest to highest and plotting the concentrations corresponding to the same rank in each
distribution. This is not a rigorous test of model performance, but it is helpful for
determining if the overall distributions or cumulative distribution functions (CDFs),
regardless of the space and time pairing, are close or the same for the model and
observations; this is especially useful for air quality applications (e.g., Cimorelli et al., 1996;
Perry et al., 2005). As can be seen, the results fall close to the 1:1 line, indicating good
agreement between the two CDFs.

The uncertainty or difference between the predicted and observed wind direction is a
common problem in modeling point source plume dispersion (e.g., see Weil et al., 1992).
Small differences of only a few degrees (∼ 2◦ to 10◦) between the two directions can lead to
large differences between the predicted and observed concentrations. Figure 11 shows that
the observed wind direction Θobs is correlated well with the LODI-predicted direction
ΘLODI over the range of measurements; the directions are obtained from the location of the
arc-maximum concentration. The mean direction difference ∆Θ is only 1.2◦, where

∆Θ = ΘLODI − Θobs . (4.11)

However, the root-mean-square (rms) deviation is 8.6◦, and the mean absolute difference
|∆Θ| = 7.4◦.
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A parameter that measures the importance of the direction uncertainty or difference is
|∆Θ|/(σv/U120), where the denominator is proportional to the lateral plume spread σy.
This can be seen from Eq. (2.4a) by replacing t by x/U120. We then have
σy = σvx/U120 · fD and σy/x = (σv/U120)fD, where σy/x measures the angle subtended by
σy at distance x. For small values of |∆Θ|/(σv/U120) (i.e., ≪ 1), the direction uncertainty
should have little effect on the predictions, but for parameter values ∼ 1 or > 1, the
direction difference can lead to lateral displacements of the same order or larger than σy,
and hence to large concentration differences, CLODI − Cobs. With the Copenhagen data,
|∆Θ|/(σv/U120) ranged from 0 to 1.6 with an average value of 0.74 and an rms value of
0.51. Thus, the direction differences can lead to large concentration differences.

Based on the above results and discussion, we reran the comparisons between the LODI
and observed concentrations using the observed direction Θobs to orient the plume. The
purpose was to determine how much improvement would occur in the model performance.
Figure 12a is a replot of the point-by-point comparisons for this case of a “shifted
direction” and again only nonzero concentrations are included. The GM of CLODI/Cobs is
0.86 and slightly closer to the ideal value (1) than found in Fig. 10a. Moreover, the scatter
appears to be subtantially reduced by comparison to Fig. 10a although the GSD of the
ratio CLODI/Cobs only falls to 4 from 5.1 in Fig. 10a. However, most of the large scatter
occurs for the lower concentration region, e.g., for Cobs < 300 ng/m3. The ranked
distributions in the Q-Q plot (Fig. 12b) are much the same as in Fig. 10b albeit slightly
closer to the 1:1 line.

The predictions and observations also were analyzed in terms of the mean fractional error,
fe, where the fractional error is given by

fe =
2(Cp − Co)

Cp + Co

, (4.12)

and Cp and Co are the predicted and observed concentrations, respectively. There are two
advantages of this statistic: 1) it is symmetric in terms of the degree of overprediction
(Cp/Co > 1) and underprediction (Cp/Co < 1), and 2) it is well-behaved in the limits of
zero values of Cp and/or Co. The first point means that for a ratio r = Cp/Co say of 2
which corresponds to fe = 2/3, whereas for r = 0.5, fe = −2/3. For reference, the ratio
Cp/Co = 1.25, 1.5, 2, 3, and 5 correspond to fe = 0.22, 0.4, 0.67, 1, and 1.33, respectively.

The 309 point-by-point comparisons between predicted and observed concentrations
resulted in a fe = −0.01, a rms fluctuation σfe

= 1.21, and a percentage of predictions
within a factor of 2 of the observations Fac2 = 38%. The above fe corresponds to a mean
ratio of Cp/Co of 0.99. Figure 13a presents fe and σfe

as a function of the experiment day
for all concentrations. The scatter of the daily mean fe about the zero line (dashed) is
within the rms fluctuation in fe.

To remove the effect of the wind direction uncertainty, we repeated the comparisons by
setting ΘLODI = Θobs. The comparisons resulted in an overall fe = 0.16, a σfe

= 1.08, and
a Fac2 = 51%. Figure 13b shows the day-to-day variation in fe and σfe

for the “shifted
direction.” The reduction in the σfe

and the increase in Fac2 by comparison to results for
the “unshifted direction” (Fig. 13a) is consistent with the removal of the wind direction
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uncertainty. However, the increase in fe and its greater deviation from zero is unexpected.
We believe that the main reason for the latter result is due to Cp, Co comparisons at the
plume tails. For the unshifted direction, there are a number of cases at the tails in which
Cp, Co = 0, 0 and fe = 0. However, with the shifted plume direction, a number of these
cases are replaced by Cp > 0, Co = 0, which leads to fe = 2 (see Eq. 4.12). The net result
is that with the shifted direction, more fe = 2 values are added to the overall statistics,
which leads to the positive bias (0.16) in fe.

Figure 14 presents the fe and σfe
results for comparisons restricted to nonzero

concentrations. For the shifted direction (Fig. 14b), there is a marked improvement in the
overall (all days) performance statistics—fe = −0.06, σfe

= 0.88, and Fac2 = 58%—by
comparison to the results for the unshifted direction (Fig. 14a), where fe = −0.19,
σfe

= 1.06, and Fac2 = 41%. In addition, the results in Fig. 14b are better than those
found for the “All concentration” cases in Fig. 13.

4.3. σy Sensitivity to Wind Profile and TD

The sensitivity of σy to the mean wind profile shape and TD was investigated using the
1-hr averaged σy predictions. The modified σy values are labeled by σy CTD denoting a
contant TD (CTD) to distinguish them from the original LODI σy values. For the σy CTD,
the wind profile was either the height-dependent U(z) profile given by ADAPT or a
uniform wind with speed U = U120 from the Copenhagen tower. Three TD values—200 s,
800 s, and 3200 s—were chosen to cover a broad time-scale range, which includes the 1000
s recommended by Draxler (1976) and the 600 s found by Gryning et al. (1987). The
motivation for including the uniform wind was that Draxler’s (1976) model is based on
Taylor’s (1921) theory, which applies to homogeneous turbulence and a homogeneous wind
field; in the model, t = x/U where U is the average wind speed.

Figure 15 compares the observed and predicted σy for a uniform wind (U120) and the three
TD values. As can be seen, a TD = 800 s provides the best agreement with observations for
the three TD’s shown, and this TD is intermediate to the value (1000 s) recommended by
Draxler (1976) and the 600 s found by Gryning and Lyck (1984).

Figure 16 compares the observed σy with the σy CTD values for the height-dependent wind
speed (U(z)) and direction from ADAPT and the three TD values used above. Based on
these results, we estimate that a best-fit TD would be in the range of 200 s to 400 s. A
simple explanation for the smaller best-fit TD (than in Fig. 15) is the same as given
earlier—the transport time to a receptor is greater due to the wind speed shear and
reduced wind below the source. Thus, the function fD = 1/[1 + 0.9(t/TD)1/2] in Eq. (2.4)
must be decreased to compensate for the greater effective transport time t; hence, a smaller
TD is required.

A statistical summary of the results from Figs. 15 and 16 is presented in Fig. 17, which
shows the MG of the ratio σy CTD/σy obs (points) along with the GSD (vertical lines). The
dotted line is a simple empirical fit (by eye) to the MGs. For the results with the U(z)
(Fig. 17b), a run was added for a TD = 400 s, and the result (MG = 1.05) is close to the
ideal ratio of 1.
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5. Summary and Conclusions

The NARAC model was evaluated using observed concentration fields downwind of an
elevated point source in the CBL with emphasis on the dispersion component LODI. The
observations were obtained from the Copenhagen experiment (Gryning and Lyck, 1984),
which consisted of passive tracer (SF6) releases from a 115-m tall source and surface
concentration measurements along three downwind arcs. The CBL stability was
characterized mainly as weakly-to-moderately convective based on the stability index
−zi/L. The NARAC/LODI evaluation included comparisons between predicted and
observed values of the 1-h averaged crosswind dispersion parameter σy, the
crosswind-integrated concentrations (CWICs), and the ground-level concentrations.

The LODI σy predictions were in good overall agreement with the Copenhagen data with
an MG of the predicted-to-observed σy of 1.09 and a relatively small scatter. Further
analysis of the LODI σy was made by comparing it with Draxler’s (1976) model, the basis
of the LODI σy parameterization. Draxler’s formulation assumes uniform wind and
turbulence fields in accord with Taylor’s (1921) theory, whereas LODI adopts a
z-dependent wind profile. The LODI wind profile assumption results in longer transport
times and hence larger σy values than Draxler (by about a factor of 1.3) for the same
dispersion time scale TD. Agreement between the two models and between each model and
observations can be achieved by using an appropriate TD in each, with a smaller value
required in LODI. The LODI σy agreement with observations suggests that its TD

parameterization is satisfactory for the CBL.

The LODI surface CWIC predictions were essentially unbiased showing an MG of the
predicted-to-observed values of 0.97 with a GSD of the ratio of 1.32. These statistics were
considered quite good, but there was some tendency for LODI to underestimate the
observations near the maximum CWIC. A diagnosis of LODI was made using a more
detailed approach—a Lagrangian particle dispersion model (LPDM) driven by velocity
fields from large-eddy simulations. Comparisons of the two models showed that LODI
typically underestimated the maximum CWIC by a factor ranging from 0.67 to 1 and
exhibited a smaller gradient |∂Cy/∂x| than the LPDM, i.e., a more gradual rise and fall of
the CWIC upstream and downstream of the maximum. The LODI behavior was expected
because of the use of an eddy-diffusion approach, which neglects the effects of a large
Lagrangian time scale TL and the CBL’s vertical velocity skewness (see Section 4.2.2).
Despite the modest underpredictions of the CWIC maxima, the overall agreement of LODI
with the CWIC observations was considered good.

Analysis of the maximum surface concentration Cmx showed that the LODI trends versus
distance and the data were similar to those of the surface CWIC. For the Cmx, LODI
exhibited relatively good agreement with the data, but was biased slightly toward
underprediction with an MG of the predicted-to-observed values of 0.88 and a GSD in the
ratio of 1.49. A point-by-point comparison of LODI with all of the nonzero observations
showed some underprediction (MG of CLODI/Cobs of 0.78); however, the data scatter was
far greater than for the Cmx with a GSD in the predicted-to-observed concentration ratio
of 5.1. This result was attributed mainly to the deviation between the predicted and
observed wind directions (see Section 4.2.3) but also to the stochastic variability in the
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concentrations and the meteorological input uncertainties. Comparisons using the observed
wind direction to orient the plume showed better agreement between LODI and the
observations—an MG of CLODI/Cobs of 0.86, a GSD in the ratio of 4, and 58% of the
predictions within a factor of 2 of the observations.
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Figure 1: Comparison between a) observed 1-h lateral dispersion parameter σy and LODI
predictions, and b) Draxler (1976) and LODI σy predictions using the LODI parameterized
TD.
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Figure 2: Comparison between Draxler (1976) and LODI predictions of the 1-h σy for: a) a
vertically uniform wind profile, and b) the height-dependent wind profile in LODI; in both
models TD = 800 s.
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Figure 3: Dimensionless crosswind-integrated concentration at the surface as a function of
dimensionless distance X for passive releases at two heights in the convective boundary
layer. Laboratory data are from Willis and Deardorff (1976, 1978) and Lagrangian particle
dispersion model (LPDM) predictions are from Weil (2003) and Weil et al. (2004).
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Figure 4: Comparison between LODI predictions (lines) and observed 1-h averages (points)
of crosswind-integrated concentration at the surface versus downwind distance for the Copen-
hagen experiments.
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lines correspond to factor of 2 over- and under-prediction.
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Figure 6: Dimensionless crosswind-integrated concentration at the surface as a function of
the dimensionless downwind distance for all Copenhagen experiments except day 7. The
Lagrangian particle dispersion model (LPDM) results are from Weil (2003) and Weil et al.
(2004).
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surface arc-maximum concentration as a function of downwind distance.
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Figure 9: Observed 1-h averaged values versus LODI predictions of arc-maximum concen-
trations at the surface for all days of Copenhagen experiments; dotted lines correspond to
factor of 2 over- and under-prediction.
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Figure 10: Observed 1-h values versus LODI predictions of ground-level concentrations in the
Copenhagen experiment: a) point-by-point comparison, and b) quantile-quantile comparison;
only nonzero concentrations included. Dashed line corresonds to geometric mean (0.78) of
CLODI/Cobs, where the geometric standard deviation of the ratio is 5.1. LODI modeled wind
direction used in predictions.
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Figure 11: Observed versus predicted plume direction for each arc and day in the Copenhagen
experiment; dashed line corresponds to the mean absolute difference in direction, |∆Θ| =
|ΘLODI − Θobs| = 7.4◦.
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Figure 12: Observed 1-h values versus LODI predictions of ground-level concentrations in the
Copenhagen experiment: a) point-by-point comparison, and b) quantile-quantile comparison;
only nonzero concentrations included. Dashed line corresonds to geometric mean (0.86) of
CLODI/Cobs, where the geometric standard deviation of the ratio is 4. LODI wind direction
shifted to equal observed direction.
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a) Unshifted direction Fac2 = 38%
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b) Shifted direction Fac2 = 51%
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Figure 13: Mean fractional error between LODI predictions and observed concentrations over
all monitors as a function of experiment day for the a) unshifted (LODI) wind direction, and
b) shifted direction. Errors bars correspond to ± one standard deviation in the fe values,
dashed line to the ideal fe (= 0), and Fac2 is the percent of predictions within a factor of 2
of the observations.
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a) Unshifted direction Fac2 = 41%
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b) Shifted direction Fac2 = 58%
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Figure 14: Same as Fig. 13 but for nonzero concentrations only.
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a) TD = 200 s
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b) TD = 800 s
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c) TD = 3200 s
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Figure 15: Comparison between observed and predicted 1-h σy values for a uniform wind
and three values of TD in a constant TD approach, σy CTD.
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a) TD = 200 s
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b) TD = 800 s

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

ⓕ

  
100

1000

c) TD = 3200 s
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Figure 16: Same as Fig. 15 but for height-dependent wind profile.
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a) Uniform wind
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b) Wind - U(z)
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Figure 17: Geometric mean of ratio of predicted-to-observed σy (points) as a function of
TD for σy predictions with a constant TD and either uniform or height-dependent winds;
geometric standard deviation shown by vertical lines and ideal value of ratio shown by
horizontal line.
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