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Abstract

A methodology combining Bayesian inference with Markov chain Monte Carlo (MCMC) sampling is applied to a real 
accidental radioactive release that occurred on a continental scale at the end of May 1998 near Algeciras, Spain. The 
source parameters (i.e., source location and strength) are reconstructed from a limited set of measurements of the release. 
Annealing and adaptive procedures are implemented to ensure a robust and effective parameter-space exploration. The 
simulation setup is similar to an emergency response scenario, with the simplifying assumptions that the source geometry 
and release time are known. The Bayesian stochastic algorithm provides likely source locations within 100 km from the 
true source, after exploring a domain covering an area of approximately 1800 km × 3600 km. The source strength is 
reconstructed with a distribution of values of the same order of magnitude as the upper end of the range reported by the 
Spanish Nuclear Security Agency. By running the Bayesian MCMC algorithm on a large parallel cluster the inversion 
results could be obtained in few hours as required for emergency response to continental-scale releases. With additional 
testing and refinement of the methodology (e.g., tests that also include the source geometry and release time among the 
unknown source parameters), as well as with the continuous and rapid growth of computational power, the approach can 
potentially be used for real-world emergency response in the near future.
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1. Introduction

Knowledge of the temporal and spatial evolution of a contaminant released into the atmosphere either accidentally or 
deliberately is fundamental to adopting efficient strategies to protect the public health and to mitigate the harmful effects 
of the dispersed material. In emergency response situations the source parameters may not be known. Typically a source 
is assumed, and assessment of the trajectory, spread, and ultimate fate of a contaminant plume is based on predictions 
from atmospheric dispersion models. The accuracy of these predictions is affected by uncertainties in several components 
of the plume prediction, including the atmospheric dispersion models themselves, the meteorological models used to drive 
the dispersion models, the atmospheric data assimilated by the meteorological models, and uncertainties in the parameters 
describing the contaminant source.
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Among these sources of uncertainty, those composing the initial state of the contaminant are often the most significant, 
and as such provide the central focus of this study. A methodology to solve the “inverse problem” is proposed to 
reconstruct unknown source parameters given a set of downwind measurements at a time after the release.

A comprehensive literature review of past works on solutions of the inverse problem for atmospheric contaminant 
releases can be found in Keats et al. (2007a). Pudykiewicz (1998) implemented an algorithm based on integrating the 
adjoint of a linear dispersion model backward in time to solve a reconstruction problem. Johannesson et al. (2004, 2005) 
introduced dynamic Bayesian modeling, and the Markov chain Monte Carlo (MCMC; Gilks et al. 1996; Gelman et al. 
2003) and the sequential Monte Carlo (SMC) (Doucet et al. 2001) sampling approaches to reconstruct a contaminant 
source for synthetic data. The same approach has also been applied to design sensor networks (Lundquist et al. 2005) and 
for the reconstruction of atmospheric releases employing the Urban Dispersion Model (UDM; Neuman et al. 2006). 
Bocquet (2005a, b) presented an approach based on the principle of maximum entropy on the mean. The approach was 
tested with synthetic and field data illustrating applicability to real-world source reconstruction problems. Similar skill has 
been demonstrated by the method described in Allen et al. (2007a, b), which is based on genetic algorithms and the 
optimization of variables using principles from genetics and evolution. Deguillaume et al. (2007) applied a forward 
version of the regional chemistry-transport model “CHIMERE” with a Bayesian Monte Carlo analysis for the purpose of 
inverse emissions modeling. Source reconstruction at urban scales using building-resolving models has been reported by 
Chow et al. (2008) and Keats et al. (2007a). Keats et al. (2007a) used an adjoint representation of the source–receptor 
relationship [with a linear dispersion model as in Pudykiewicz (1998)], but they used a Bayesian inference methodology 
in conjunction with MCMC sampling procedures for the source reconstruction in an urban environment, and they 
validated their approach using data from water channel simulations and a field experiment (Joint Urban 2003) in 
Oklahoma City, Oklahoma [Yee (2007) used a similar approach in the context of the European Tracer Experiment 
(ETEX) campaign, i.e., at the continental scale]. Chow et al. (2008) used an approach based on a set of a computational 
fluid dynamics (CFD) code forward runs along with Bayesian inference and MCMC sampling to reconstruct the source 
parameters of release experiments held during the Joint Urban 2003 field campaign. The Project Prairie Grass data were 
used for source inversion at local scales by Keats et al. (2007b) in the context of a nonconservative scalar.

Herein we present an inversion algorithm based on Bayesian inference combined with a MCMC procedure. The present 
algorithm is an improved version of the code previously applied to other dispersion cases and to design sensor networks, 
including canonical test cases, moving sources, and multiple sources, using Lagrangian particle models, Gaussian puff 
models, urban puff models, and CFD modes (Johannesson et al. 2004, 2005; Lundquist et al. 2005; Neuman et al. 2006; 
Chow et al. 2008). To take advantage of the generality and flexibility of Bayesian inference, an unmodified forward 
model is used in our algorithm. Such an approach results in an algorithm that is adaptable and allows for simultaneous 
application of different dispersion models, including those for which it may not be possible to develop an adjoint model 
[e.g., those including significant empiricism; see Errico (1997)]. Integrating different forward models into the framework 
is a straightforward task, which makes the computational tool highly flexible, because predictions from different models 
may be needed for different dispersion scenarios.

The algorithm is applied here to a continental-scale accidental release of radioactive material from near Algeciras, 
Spain, during May 1998. This event affected much of continental Europe for several days, including locations a few 
thousands of kilometers downwind. The forward dispersion simulation is conducted in this study using the Lagrangian 
Operational Dispersion Integrator (LODI) model (Ermak and Nasstrom 2000; Nasstrom et al. 2000), which was developed 
for operational emergency response dispersion predictions at the National Atmospheric Release Advisory Center 
(NARAC) at Lawrence Livermore National Laboratory (LLNL). The methodology provides a skillful, robust statistical 
characterization of the reconstructed source parameters (source location and strength) in the presence of a complex 
atmospheric flow field using only crude measurements. Future tests will also invert for the source release time and 
duration to replicate more closely the real-time emergency response scenarios where this information is also unknown.

The following section provides a detailed description of the reconstruction algorithm. Section 3 discusses the Algeciras 
release incident, the reconstruction results of which are detailed in section 4. Section 5 presents the conclusions and 
follows with a discussion of computational issues and additional testing needed before using the methodology as an 
emergency response tool.

2. Methodology

The stochastic event reconstruction algorithm is based on Bayes’s theorem and an MCMC procedure to sample the 
unknown parameter space (Gilks et al. 1996; Gelman et al. 2003). The following sections briefly summarize the theory on 
which the methodology is constructed and outline the main steps of the procedure. Further details can be found in 
Johannesson et al. (2004) and Chow et al. (2008).

a. Theoretical framework

Bayes’s theorem, as applied to a source reconstruction problem, can be stated as follows: 

Here, p() is a probability distribution, S = (x, y, q) is the state vector formed by the point source parameters (x and y are 
the source horizontal coordinates and q is the emission rate), and M is a vector formed by the measurements. Bayes’s 
theorem relates the posterior distribution p(S|M) to the product of the probability of the measurements given the source 
parameters p(M|S), also called the likelihood function, and the probability of the source parameters prior to any 
knowledge of the measurements p(S), also called the prior. Here x, y, and q are assumed to be the unknown parameters, 
but in general Bayes’s theorem can be applied with S including other parameters also, for example, z (the vertical 
coordinate), or the release time and duration. 

Bayes’s theorem is often expressed alternatively as 
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This form avoids evaluation of the marginal distribution of M, p(M) = ∫p(S)p(M|S) dS , for which analytical solutions are 
rare and numerical computation is expensive. 

In this study Bayes’s theorem is applied to describe the conditional probability p(S|M) of a source described by x, y, 
and q, given the observed sensor measurements. To estimate the unknown source parameters, that is, to reconstruct the 
source using (2), the posterior distribution must be sampled. Sampling the posterior distribution [left-hand side of (2)] 
involves computing the probability distribution p(M|S) for any proposed S realization. Here, p(M|S) quantifies the 
likelihood of a set of measurements M given the source parameters S. This likelihood is computed by running a forward 
dispersion model with the given source parameters S and comparing the model-predicted concentrations with the sensor 
measurements [section 2b(1)]. The closer the prediction is to the measurements, the higher the likelihood of the source 
parameters.

b. The algorithm

The Lagrangian particle dispersion model LODI (Ermak and Nasstrom 2000; Nasstrom et al. 2000) is driven by 
meteorological data that can be obtained from a variety of sources, including real-time observations, atmospheric forecast 
models, atmospheric analysis fields, or any combination of the above. The posterior distribution is sampled with an 
MCMC procedure via a Metropolis–Hasting algorithm (Gilks et al. 1996; Gelman et al. 2003).

The main steps of the algorithm are shown in Fig. 1 and can be described as follows. Before executing the 
reconstruction procedure, the source term parameters x, y, and q are assigned prior distributions [p(S)] based on the 
limited information available about the release. Each parameter’s prior distribution is bounded by a range specified from 
prior knowledge of the circumstances relevant to the problem being solved. The width of the prior distribution reflects the 
confidence in the initial estimate of the source parameters. Following setup, an initial value for each parameter is sampled 
from its prior and a number of iterations involving source-term sampling and dispersion simulation are executed until 
convergence to the posterior distribution is reached[see sections 2c(2) and 4c(2) for definition and a discussion on 
convergence criteria]. The accepted parameter values collected during all the iterations constitute a realization of a 
“Markov chain,” which can be defined as a set of consecutive values of a parameter in which the probability of a value 
depends only upon the previous sampled value (Gilks et al. 1996). Once initiated, each iteration of the solution procedure 
consists of the following four steps: 

1) A new value for the source term parameter x is proposed (xprop) according to xprop = x + dx. Here x is the current 
value and dx is the vector displacement from that value. The displacement is modeled as a random walk sampled 
from a Gaussian distribution with zero mean and a standard deviation specified from the current step size 
(discussed below). Hence, the source term parameter’s (i.e., x) prior distribution p(S) is used as a target distribution 
to estimate a “prior likelihood” of xprop (see Tarantola 2005, appendix 6.11). If the prior likelihood of xprop exceeds 
that of x, the proposed value xprop replaces x. If not, a random (Bernoulli) “coin flip” [section 2b(1)] determines 
whether the new proposal, even with its lower prior likelihood, will be accepted.

2) Step 1 is repeated independently for y and q. Note that independently sampling each parameter helps ensure that 
they reflect their prior likelihoods better than sampling all of them at once and testing their likelihood together.

3) The forward dispersion simulation is conducted using the current values of the source term parameters x, y, and 
q.

4) The likelihood of the current values of x, y, and q, which forms the proposed state, is evaluated by comparing 
the agreement between the predicted concentration by running LODI using those source parameters, and the 
observed concentration at the sensor locations. This new likelihood is compared with that resulting from the 
previous forward LODI simulation. The proposed state likelihood p(M|S) should not be confused with the prior 
likelihood, as defined in step 1, that is based only on the source term parameters prior distributions, that is, p(S), 
without considering the measurements (M). If the proposed state likelihood is higher than the likelihood of the 
previous state, it is accepted. If not, then a random (Bernoulli) coin flip [section 2b(1)] is used to ensure that the 
search explores the entire posterior state space. Occasional acceptance of new proposals with lower likelihoods 
ensures that the reconstruction procedure continues to search the complete space of proposed source term 
parameter states, preventing the procedure from remaining indefinitely within the neighborhood of a local extreme.

1) The likelihood function and acceptance condition. The quality of agreement between the predicted and observed 
concentrations at the sensor locations is expressed in terms of a likelihood function (L). The present study utilizes a 
likelihood function of the form 

where L is the likelihood function, Pi are the elements of the array P of the predicted concentration values at the sensor 
locations, Mi are the elements of the array M of the sensor measurements, σ is an error parameter chosen accordingly to 
expected errors in the observations and predictions, and N is the number of sensors. In this study the measured 
concentration values spread over several order of magnitudes. Taking the logarithm of both predicted and measured 
values prevents large concentrations (as for the Algeciras accident) from dominating in the likelihood computation. Both 
predictions and observations are set to a detection limit value if they fall below it, to prevent (3) from failing with 0 
concentration values. The likelihood in (3) is relatively simple, where the N prediction errors are assumed independent 
and expected to be proportional in size to the predicted concentration (as a result of log transforming both the observed 
and predicted concentration). 

After LODI is run with the new proposed state (i.e., a new set of the source term parameters x, y, and q), the proposed 
state is retained if 
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where Lprop is the likelihood value of the proposed state, L is the previous likelihood value, and rnd(0, 1] is a random 
number generated from a uniform distribution in the interval (0, 1]. 

Condition (4a) is always satisfied when condition (4b) is satisfied, and therefore in a code only condition (4b) is 
implemented. Here condition (4a) is included to illustrate the difference between cases when the proposed state has a 
higher likelihood of the previous state [(4a)] and those when it does not [(4b)]. It is important to note that condition (4b) is 
more likely to be satisfied if the likelihood of the proposal is only slightly lower than the previous likelihood value. This 
aspect has important implications for improving the Bayesian event reconstruction algorithm efficiency, as explained in 
the next subsection. If large errors are expected in the prediction and/or measurements, large values of σ should be 
assumed, resulting in a broader–flatter posterior distribution [as evident from (3)]. In this study, an initial analysis was 
carried out for different values of σ. The results presented here are derived for σ fixed at 0.8. This value represents the 
lowest value that adequately represents the uncertainties in model predictions and measurements as reflected in the 
posterior distribution of source term parameters.

We note that the σ could be treated as an unknown parameter (in the same way as the source parameters), assigned a 
prior distribution, and sampled along with the source parameters. The extension of the current framework to include an 
adaptive LODI prediction error model (a likelihood) with unknown (stochastic) parameters that are sampled along with 
the source parameters is straightforward, but outside of the scope of this paper.

2) Cooling-off and adaptive-step procedures. A cooling-off procedure (i.e., annealing) is used to ensure a broader 
exploratory sampling of the posterior distribution values at the initial stages of the procedure (Neal 2001). The procedure 
consists of normalizing the log likelihood of the proposed values with a “temperature” constant that decreases (“cools 
off”) linearly with the number of iterations to unity. Initially, the normalization of the likelihood values increases the 
number of times condition (4b) is met, because the normalization reduces the relative differences between different 
likelihood values, allowing the acceptance of less likely proposals. As the temperature is decreased progressively, the 
acceptance rate resulting from condition (4b) decreases accordingly. This procedure allows the Markov chain to initially 
include a broader subset of the parameter range as accepted values. This study employed a cooling-off period consisting 
of the first 100 iterations of each Markov chain. For this case the 100 cooling-off iterations were sufficient to allow the 
chains to sample the regions of interest, as shown in section 4b. A different number may be needed for a different event. 

An adaptive step-size algorithm has also been implemented to ensure that the magnitude of the displacement between 
current and proposed parameters is appropriate for the current stage of the search. Following Haario et al. (1999), after an 
initial transientduring which the step size is held constant, the step size is computed as being directly proportional to the 
variance of the values sampled up to the current iteration. This approach guarantees a large step size in the initial stages of 
the search because of the large variance of the sampled values, encouraging a broad exploration of parameter space and 
identifying high likelihood regions more efficiently than a smaller step size would. During the latter stages of a search, 
after the Markov chains have converged to within small neighborhoods of the posterior extremes, the sampled variance is 
smaller, and the resulting smaller step size encourages a chain to explore the contours of the posterior within the 
neighborhood of its current extreme. It should be noted that the step-size adjustments affect only the rates of convergence 
and do not affect the posterior distribution (i.e., the shape of the returned sample). For the application presented here, the 
adaptive step-size algorithm resulted in a MCMC acceptance rate of approximately 20%.

It should be emphasized that the purpose of the algorithm is not to identify posterior extremes, but to reveal the 
probabilistic landscape of the posterior throughout the entire domain. The combination of the cooling-off procedure and 
the use of an adaptive step size results in chains that explore the entire parameter space yet repeatedly converge to the 
same subset, yielding probabilistic estimates of source parameter values.

c. Burn-in and convergence definitions

In this section two important aspects of the Bayesian MCMC stochastic algorithm are defined, the burn-in and the 
convergence criteria.

1) Burn in. The burn in is an important phase represented by an initial subset of the total iterations that can be defined as 
follows. It can be seen as the number of iterations needed for the current parameter distribution to relax from the initial 
state (Gilks et al. 1996). Burn-in samples are usually discarded to construct the parameters’ posterior distributions. Burn 
in is further discussed in section 4c(1). 

2) Convergence. Convergence is reached in practice when more samples would not modify the resulting posterior 
distribution. Statistically, convergence to the posterior distribution can be estimated by computing between-chain and 
within-chain variance (Gelman et al. 2003). If there are m Markov chains of length n for a source parameter S, whose 
values are denoted by s, then the between-chain variance B can be computed as 

where 

and 
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within-chain variance W is computed as 

where 

The convergence value (R̂) is given by 

where the variance of S is defined to be 

The necessary (but not sufficient) condition for statistical convergence to the posterior distribution is that R̂ approaches 
unity (Gelman et al. 2003). In practice, simulation should be run until R̂ is smaller than 1.1 or 1.2 (Gilks et al. 1996). 
Convergence results are discussed in section 4c(2). 

3. Algeciras accidental release

The Algeciras accident remained undetected for 3 days after the release and the source was unknown for 10 more days 
afterward. On 30 May 1998, a piece of medical equipment containing Cesium-137 (Cs-137) was accidentally melted in 
one of the furnaces at the Acerinox stainless steel production plant near Algeciras. This accident has been the subject of 
several prior modeling studies (e.g., Yamazawa 1998; Vogt et al. 1999; Buckley 2000; Graziani et al. 2000; Baklanov and 
Sorensen 2001).

According to the Spanish Nuclear Security Agency [Consejo de Seguridad Nuclear (CSN); see Vogt et al. 1999], the 
radioactivity of the material released was between 8 and 80 Ci (1 Ci = 3.7 × 1010 Bq) and the release occurred between 
0100 and 0300 UTC 30 May. None of the detected radioactivity levels were sufficient to adversely affect human health or 
the environment. This event provides a real case to evaluate the source reconstruction methodology described in section 2
on a continental scale.

A detailed analysis of the synoptic weather patterns at the time of the release can be found in Vogt et al. (1999). Figure 
2 qualitatively shows the radioactive plume transport as reproduced by LODI given realistic source parameters (36°10′N, 
5°26′W location; 0130 UTC 30 May release time; 30-min release duration; and 50-Ci release amount). In each panel the 
source location is indicated by the white square; white circles represent locations of sensors used in this study that are 
located in northwest Italy and southeast France, approximately 1600 km northeast of the source location. Initially (top-left 
panel) the plume was caught in a westerly flow that advected the radioactive cloud over the Mediterranean Sea, leaving 
the accident undetected. Between 31 May and 1 June (top-right panel) the plume shifted to the north and was detected by 
the set of sensors used here. After 3 June, radioactivity was detected at a number of European stations; concentrations 
were reported from 24-h to 1-week averages (Vogt et al. 1999).

4. Results

This section describes the details of the problem setup and assumptions made to perform the simulations, followed by 
analysis of the results. The goal is to demonstrate the ability of the proposed method to reconstruct the source parameters 
for a contaminant release from available measurements in conditions similar (but with few assumptions, as described 
below) to a real emergency response scenario occurring at the continental scale.

a. Simulation setup and assumptions

The first measurements of contamination from the Algeciras release (24-h average concentrations of radioactive 
material) were obtained on 2 June, 3 days after the accident. From 3 to 14 June a variety of measurements (from 24-h 
averages to 1-week averages) were reported in several locations farther downwind, mostly in central and eastern Europe. 
For the present study, only the first set of available 24-h average measurements (17 values reported from 11 stations 2–3 
June) is used to reconstruct the unknown source. These data are chosen to evaluate the ability of the proposed 
methodology to function in a situation similar to an emergency response, using only the first available data.

The sensors used for the source reconstruction simulation cover a very small portion of the European continent (Fig. 3). 
The compact area covered by the measurements presents a challenge to the reconstruction algorithm, because source 
parameters that are displaced relatively small distances from the true source may result in a predicted plume that does not 
encounter the sensors at all. Adding to this difficulty is the absence of “0” concentration readings. Concentrations near the 
threshold detection levels of the instruments were simply not reported, rather than being reported as 0 readings. Zero 
concentration readings provide useful information to the reconstruction algorithm; this information is lost when the 
locations fail to report those values.

The source geometry and duration were assumed known and were specified as a surface point source, which was active 
between 0130 and 0200 UTC 30 May 1998, as in Vogt et al. (1999). CSN reported the release to have happened between 
0100 and 0300 UTC 30 May.

The meteorological data used to drive the dispersion model LODI was provided by the National Centers for 
Environmental Protection (NCEP) Aviation Model (AVN; Kanamitsu et al. 1991). The 6-h AVN analysis fields at 1° 
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horizontal spatial resolution were used as input for the Atmospheric Data Assimilation Parameterization Techniques 
(ADAPT) model (Sugiyama and Chan 1998), which generated 6-hourly spaced meteorological fields at 22-km horizontal 
resolution, which were input to LODI. Qualitatively this meteorological field was in fair agreement with the observed 
flow, particularly over the Mediterranean Sea, where the plume traveled before hitting the sensors. The dispersion 
simulation was conducted using 100 000 marker particles. To run LODI for this case it takes less than 2 min with about 
thirty 2.4-GHz CPU processors.

The prior distribution of the source location is indicated by the dashed box in Fig. 3. This domain (about 1800 km in the 
east–west direction and 3600 km in the north–south direction) was selected based on the predominantly westerly flow 
pattern over most of the sensor locations from 30 May (the day of the accident) through 2 June (when the first 
measurements were available), which implied that the source must have been located to the west of the sensors (western 
Europe or northwestern Africa). Further, given the wind speeds during the period, locations within 1800 km to the west 
would likely have passed beyond the sensors by the beginning of 2 June. The meridional extent of the prior distribution 
reflects similar confidence in potential values of the source latitude. For the first iteration, each location within this box 
was given approximately the same probability to be sampled, with the x and y values generated from two clipped 
Gaussian distributions with mean values equal to the box center coordinates and standard deviations equal to the box 
dimension in the east–west direction (i.e., approximately flat distributions substantially equivalent to a uniform 
distribution). The prior distribution for q was set similarly, that is, by giving at each value within the interval [1013, 1017] 
approximately the same probability to be sampled.

b. Source reconstruction

The stochastic engine was run with three independent Markov chains. For a given number of sampled values, a higher 
number of chains would produce the same number of samples more rapidly, with the availability of a large computing 
cluster to run the independent chains all at the same time. Additional comments on the computational costs of the 
procedure can be found at the end of section 5.

Figure 3 depicts the locations explored by the three Markov chains. Given the assumption of a surface point source, the 
chains were allowed to explore only values at the surface. The gray dots represent accepted states during the burn-in phase 
[first 500 iterations, as defined in section 2c(1) and discussed in section 4c(1)], whereas the black dots represent those 
states accepted afterward. The chains effectively explore the given sampling box, constructing a posterior distribution for 
the sampled parameters that is most likely to include all of the dominant modes.

Figure 4 shows an expanded view of the region, including the locations of the states accepted after burn in. Different 
symbols (circle, five-point star, and triangle) represent the three chains. The posterior distribution reveals two distinct 
modes of high relative probability indicating likely source locations: one over land within 60 km north of the real source 
location (white square), and one over the Mediterranean Sea about 80 km east and 20 km south of Algeciras. The Markov 
chains sample both within and between the two modes providing evidence of chain convergence [as defined in section 2c
(2) and discussed in section 4c(2)].

The probabilistic aspect of the answer provides a useful tool for a real emergency response scenario. The algorithm 
finds among all the possible solutions the few ones that are most consistent with the data available and its uncertainties. 
The information in Fig. 4 provides guidance for decision makers formulating an appropriate strategy. It would have 
suggested looking for potential source locations (e.g., steel mill) just north of Algeciras, and this would have led to rapid 
identification of the real source. Moreover, the mode downwind of Algeciras would have prompted a search for possible 
ships or any other floating or submerged bodies releasing radioactive material in that localized stretch of waters. The 
posterior distribution in Fig. 4 could also be used to construct an updated prior for a more detailed search. Repeated 
application of such an approach could yield successive refinements of the source location posterior distribution.

Figure 5 shows contours of location probabilities based on the accepted state’s spatial distribution showed in Fig. 4. 
Also shown in Fig. 5 are the surface wind fields driving LODI at the time of the release. The probability distributions 
clearly show the location of the two modes of high relative probability and likewise indicate how the distributions are 
influenced by changes in the wind field. For instance, the distributions are stretched in approximately the along-wind 
direction, and the amount of the stretching is roughly proportional to the wind speed.

One explanation for this feature is the following. Measurements that are averaged over a given time interval are 
relatively insensitive to the plume’s exact arrival and transit time, provided that the majority of the plume passes over the 
sensors within the given averaging interval. Because the flow pattern formed a nearly stationary arc between Algeciras 
and the sensors, potential sources spread over as much as 100 km along the streamline represented by the arc would have 
produced very similar 24-h-averaged predictions at the sensor locations. In fact, the along-wind length of the distribution 
shown in Figs. 4 –5 is roughly the distance a parcel would have traversed given the model wind speed in 24 h. Similar 
features in the posterior distributions for source location have been observed in studies using comparable inversion 
algorithms (although applied at much smaller spatial scales) where analogous explanations hold (Lundquist et al. 2005; 
Chow et al. 2008).

More insights about the methodology performance can be inferred from Figs. 6 –8. Figure 6 shows the surface location 
(x and y) and the release rate (q) values versus the iteration number. The range adopted in each panel for the vertical axes 
reflects the actual range spanned by the sampler. In the top and central panel the horizontal gray line represents the true 
value of the source location coordinates, whereas the two horizontal gray lines in the bottom panel show the range of the 
true source emission, as reported by CSN. In each panel, there are three black lines representing the values that the 
Markov chains assume during the iterations.

The first 100 iterations show the effect of the cooling-off procedure. Initially the chains span a wide portion of the 
given range for each parameter, but the acceptance rate decreases as the temperature linearly decreases with the iteration 
number. After 100 iterations, the chain values span only a limited subset of the possible range constrained by the 
likelihood of the proposed values as explained in section 2b(2).

The effects of the adaptive step procedure are less apparent than the cooling off, but they can be noticed in the top and 
bottom panel of Fig. 6. After the cooling-off period (i.e., after iteration 100), the values of x or q have a tendency to 
change slowly. This causes the variance of the iteration series to rapidly diminish, which in turn results in a decrease of 
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the step size for subsequent sampling [section 2b(2)]. With a smaller step size, the Bayesian event reconstruction 
algorithm proposes states with higher likelihood that are more frequently accepted (approximately between iterations 200 
and 250) than for the previous iterations (between 100 and 200). Without the implementation of the adaptive step 
procedure, the proposed states’ rejection rate would have been inefficiently high, requiring a much higher number of 
iterations to collect the same number of samples than when the adaptive step procedure is adopted.

As the Markov chains in Fig. 6 converge, the sampled parameter assumes the same values throughout consecutive 
iterations (horizontal black lines) with new proposed states or the individual proposed values (for x, y, and q) repeatedly 
rejected. Most of the values for x (Fig. 6 top panel) tend to be greater than the x coordinate of the real source, toward 
downwind locations. After about 500 iterations the chains start to explore a small subset of the initial range, 
corresponding to the values with the highest likelihood for this parameter. Using accepted values of x, a histogram can be 
constructed as shown in the top panel of Fig. 7 (vertical gray line represents the true source x-coordinate value). The 
majority of the values are within 100 km from the real value, with the dominant mode about 80 km downwind of it.

The central panel of Fig. 7 shows the quality of the prediction of the y values’ posterior distribution (vertical gray line 
represents the true source y coordinate). Two modes can be recognized, just a few tens of kilometers north and south of 
the true source location, the latter being the dominant one. The y values converge faster to a much smaller subset of the 
initial range (Fig. 6, central panel). A higher rejection rate seems to apply to y as shown by more frequent intervals where 
y candidates are repeated, as compared to x. This behavior is due to the clustering and close spacing of the sensor 
locations; even a small (a few tens of kilometers) deviation from the real y value toward the south or toward the north 
leads to a plume that misses the sensor locations, which in turn results in a low likelihood value for the proposed state. 
Finally, this behavior indicates the quality of the meteorological field used to drive LODI. A less accurate meteorological 
field could lead to a plume hitting the sensor locations even if released from a source not close to Algeciras, resulting in 
an inaccurate source location reconstruction.

The bottom panel of Fig. 6 shows the q values of the accepted states. The ordinate is represented with a logarithmic 
scale spanning the wide range of values sampled for q (from 1013 to 1017 μBq s−1). There is a large uncertainty as to the 
real amount of the radioactive material released, with values ranging from 8 to 80 Ci, as shown by the two gray lines in 
the panel. From Fig. 6 it can be noted that q is the slowest parameter to reach a phase where the accepted states span only 
a subset of the provided range. The q values also have the highest variability reflecting higher uncertainty than the 
determination of the location.

There is a tendency to overpredict the 8–80-Ci range. The majority of the sampled values after the burn in [defined in 
section 2c(1) and discussed in section 4c(1)] are of the same order of magnitude as the upper limit of 80 Ci. Because the 
observed concentrations are 24-h averages, it is extremely challenging to obtain a tight posterior distribution and a limited 
number of modes for q, because these observed values could result from a variety of different choices of x, y, and q. These 
uncertainties also affect the rapidity with which convergence is reached, with q being the slowest converging parameter, 
as discussed in the next section.

c. Burn in and convergence

In this section two important aspects of the stochastic procedures are briefly discussed, the burn-in phase and the 
convergence criteria.

1) Burn in. Burn in [as defined in section 2c(1)] has been applied to the plots shown in Figs. 4 and 7. The burn-in phase 
was chosen as the first 500 iterations from a visual inspection of the parameter-sampled values variation with the number 
of iterations (Fig. 6) and the convergence criteria (R̂ < 1.5 in Fig. 8 for all parameters). Tests with burn in ranging from the 
first 300 to the first 1500 iterations lead to posteriori distributions close to the one depicted in Fig. 7 (not shown). 

2) Convergence. Figure 8 shows the convergence values R̂ [section 2c(2); see (10)] for the source parameter x, y, and q
versus the number of iterations. After 2000 iterations the necessary statistical convergence condition of R̂ < 1.2 is met for 
all the parameters, with y being the fastest parameter reaching this condition and q being the slowest. 

Note that after the first 100 iterations (i.e., during the cooling-off procedure), all three parameters appear to meet the 
convergence condition. Nevertheless, by visual examination of the parameters values at different stages of the iterative 
procedure (Figs. 3 and 6) it is clear that convergence has not been reached after 100 iterations. Indeed, expert judgment is 
also needed to assess the convergence of the simulation (Gilks et al. 1996). Practically, convergence is reached when is 
clear that more samples would not modify the resulting posterior distribution.

5. Conclusions

A methodology to reconstruct a source given a set of measurements has been presented. The method combines 
Bayesian inference with Markov chain Monte Carlo sampling and produces posterior probability distributions of the 
parameters describing the unknown source. The methodology has been applied for the first time to a real accidental 
radioactive release at the continental scale that occurred in May 1998, near Algeciras, Spain.

The sampled parameters are the source location and strength. The source duration has been assumed to be 0130–0200 
UTC 28 May, which falls within the time interval 0100–0300 UTC reported by the Spanish Nuclear Security Agency 
(Vogt et al. 1999). The release was also assumed to be a surface point source.

The source location is reconstructed as a roughly bimodal distribution, with modes located a few tens of kilometers 
north of Algeciras and within 100 km downwind of the real source location. The source strength is represented by a wider 
posterior distribution (reflecting the higher uncertainty of this parameter with respect to the source location), with a 
tendency of the Bayesian MCMC algorithm to overpredict the reported source strength. The majority of the sampled 
values of this parameter have the same order of magnitude of the estimated release. The poor time resolution of 
concentration measurements (24-h averages) prevents the stochastic procedure from obtaining a tight posterior 
distribution for the source strength.

The probabilistic aspect of the solution optimally combines a likely answer with the uncertainties of the available data. 
From several possible solutions, the Bayesian event reconstruction algorithm is able to find only the few that are more 
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consistent with the data available and its uncertainties. The source reconstruction performed in this study would have 
provided a decision maker with accurate information about the accident a few hours after the first sensor measurements 
were reported, assuming the availability of a powerful computing platform, as explained below. This would have led to 
timely and efficient actions to preserve public health, in case radioactive material had been released at harmful 
concentrations. Moreover, the results presented show that the methodology has skill despite the limited number of 
observations available.

To demonstrate the effectiveness of the methodology presented the stochastic engine was run with three Markov chains. 
Each Markov chain can be run independently at the same time. Moreover, each chain can be run in parallel on multiple 
processors. By using 30 chains the same results could be obtained in less than four wall-clock hours. This could be 
accomplished by independently running the 30 chains on about 900 processors, each having a 2.4-GHz CPU, providing 
decision makers with crucial information within a time frame appropriate for emergency response applications at the 
continental scale spanning several days. With additional testing and refinement of the methodology (e.g., tests that also 
include the source geometry and release time among the unknown source parameters), as well as with the continuous and 
rapid growth of computational power, in the foreseeable future the approach presented in this paper will soon be practical 
for real-world emergency response applications.

The uncertainties in the meteorology directly affect the quality of the source reconstruction. Both the mean and 
turbulent components of the wind strongly affect the performance of the dispersion model and the quality of the predicted 
concentrations. These uncertainties could be taken into account by combining Bayesian inference and MCMC sampling 
with ensemble techniques, an approach widely used in the weather forecast community (e.g., Palmer and Hagedorn 2006). 
This will be considered in future applications. Finally, future work will also focus on algorithm optimizations to improve 
efficiency and reduce the overall computational cost.
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FIG. 1.
Flow diagram of the algorithm (described in section 2b).
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version (51K)

FIG. 2.
Qualitative illustration of the plume fate the 4 days following the release (30 May–3 Jun 
1998), as simulated with the LODI model. The white square represents the real source 
location (36°10′N, 5°26′W), whereas the white circles are the sensor locations. Contoured 
concentrations (μBq m−3) are 24-h averages. (Note: shading bars have different ranges)
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FIG. 3.
Proposed accepted state locations. The dashed box is the starting sampling area, provided 
as input (i.e., the location prior distribution), covering western Europe and northwestern 
Africa. The gray dots are the pre-burn-in states (iterations 1–500), and the black dots 
represent the post-burn-in states (iterations >500). White square and circles are as in Fig. 
2.
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FIG. 4.
Zoom in of Fig. 3 nearby the real-source location. Each point represents an accepted state 
post–burn in (iterations >500), where different symbols (circle, five-point star, and 
triangle) correspond to different chains.
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FIG. 5.
Location probability spatial distribution build with post-burn-in (iterations >500) 
accepted states. Arrows represent surface winds driving LODI at the time of the release.
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FIG. 6.
The three chain values vs the number of iterations, for (top) x (km), (middle) y (km), and 
(bottom) q (μBq s−1) (black lines). Values of q are reported on a logarithmic scale. 
Horizontal gray lines represent the true values of x and y. The two horizontal gray lines in 
the bottom panel are the estimated likely range of the source strength (according to the 
Spanish Nuclear Security Agency; see Vogt et al. 1999).
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FIG. 7.
Posterior distribution as inferred by the Bayesian event reconstruction algorithm for (top) 
x (km), (middle) y (km), and (bottom) log(q) [log(μBq s−1)]. Vertical gray lines represent 
the true values for x and y and the reported (according to the Spanish Nuclear Security 
Agency; see Vogt et al. 1999) range for q.
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FIG. 8.
Convergence values vs the number of iterations for x (dashed line), y (dot–dashed line), 
and q (solid line).
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